Subject : Control and Instrumentation

Weekly Hours :
Theoretical: 2

Tutorial:

Experimental:1

UNITS: 5

week Contents
1. Introduction types of control system
2. Feed back signals
3. Mathematical representation of control
systems

4. Transfer function
5. Electrical system
6. Vibrational and torsional systems
7. Thermal systems
8. Fluid systems
9. Hydraulic systems
10. Pneumatic systems
11. Block diagram reduction
12. Multi — input and output systems
13. Types of control actions
14. Test signals
15. Response of first — order systems
16. Response of second — order systems
17. Response specifications
18. Response improvement
19. System stability
20. Routh — Hurwitz method
21. Applications of Routh — Hurwitz method
22. Relative stability
23. Root- locus method
24. Applications of Root — locus method
25. Applications of Root — locus method
26. Nyquist stability criterion ( polar plots )
217. Applications of Nyquist stability criterion
28. Basic concept of instrumentation
29. Types of transducers
30. Uncertainty Analysis

8 shaaud) Cila ghiia £ 531 dasia
B yal) Ak
8 kasad) cila glaial ol ) Jiadl)

SN Adla

Ay ) A glaial)

A 93N g A 30 HAY) cila glaial)
ag i ,al) daglatal)

) gal) e plaia

LSl g ) cla gliial)

b gudaal) ¢ 5gd) cila glata

(Al Jaladal) ) 334

sl I LAY 5 JASY il gl
5 saseall Jladf g1 g3

Alaall) SLAAY) ) L

A Al il glaia ¢
Al da Al cilaglata gl

e glital) glal ciliial ga

<la glital) glal Cppund

daghatal) o) 53

Fo — gy Al sk

P — &g, Ay h il
Asuadl) Ag ) 83

ssiall gl Jaal) 43y 5k
o9l panigh) Jaall 48 jh b
odall (il Jaal) 48y pks cilBydas
OV G gl e

OV G gSi Jlma il
Ol 334y dpulad) asalial)
Ciluaall £ 630

Uadl) A s 9 ol

CoNoOUIr W NP



Control System First Lecture Dr. Qasim Abbas

Introduction:

Automatic control has played a vital role in the advance of engineering and
science. In addition to its extreme importance in space-vehicle systems, missile-
guidance systems. Robotic systems, and the like, automatic control has become
an important and integral part of modern manufacturing and industrial
processes. For example, automatic control is essential in the numerical control
of machine tools in the manufacturing industries, in the design of autopilot
systems in the aerospace industries, and in the design of cars and trucks in the
automobile industries. It is also essential in such industrial operations as
controlling pressure, temperature, humidity, viscosity, and flow in the process
industries.

Since advances in the theory and practice of automatic control provide the
means for attaining optimal performance of dynamic systems, improving
productivity, relieving the drudgery of many routine repetitive manual
operations, and more, most engineers and scientists must now have a good

understanding of this field.

Definitions:

System: is an arrangement of physical components connected in such
manner as to form act as an entire unit.

Control system: A system that may include electronic and mechanical
components, where some type of machine intelligence controls a physical
process.

Actuator: The first component in the control system which generates
physical movement, typically a motor. The actuator gets its instructions directly

from the controller. Another name for the actuator is the final control element
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Controlled Variable and Manipulated Variable: The controlled
variable is the quantity or condition that is measured and controlled. The
manipulated variable is the quantity or condition that is measured and
controlled. The manipulated variable is the quantity or condition that is varied
by the controller so as to affect the value of the controlled variable. Normally,
the controlled variable is the output of the system. Control means measuring the
value of the controlled variable of the system and applying the manipulated
variable to the system to correct or limit deviation of the measured value from a

desired value.

Plants: A plant may be a piece of equipment, perhaps just a set of a machine
parts functioning together, the purpose of which is to perform a particular
operation.

Closed-loop control system: A control system that uses feedback. A
sensor continually monitors the output of the system and sends a signal to the
controller, which makes adjustments to keep the output within specification.

Feedback: The signal from the sensor, which is fed back to the controller.

input output
—> C.S

v

Open-loop control system: A control system that does not use feedback.

The controller sends a measured signal to the actuator, which specifies the

desired action. This type of system is not self-correcting.

input output

> C.S >
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Sensor: Part of the control system that monitors the system output, the
sensor converts the physical output action of the system into an electric signal,
which is fed back to the controller.

Transfer Functions:

Physically, a control system is a collection of components and circuits
connected together to perform a useful function. Each component in the system
converts energy from one form to another; for example, we might think of a
temperature sensor as converting degrees to volts or a motor as converting volts
to revolutions per minute. To describe the performance of the entire control
system, we must have some common language so that we can calculate the
combined effects of the different components in the system. This need is behind
the transfer function concept.

A transfer function (TF): is a mathematical relationship between the
input and output of a control system component. Specifically, the transfer

function is defined as the output divided by the input, expressed as:
tput
TF — o.u pu
input
Block Diagrams:

Is pictorial representation of the cause and effect relation-ship between the

input and output of a physical system.

Example:

A 4

v

1)

h 4
v

2)

+
<
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3) o ) .
X
y
+
X
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+
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Forward Path
Summing >
PO'nt Error Contrc)' Oulput
Desired Value * Signal Signal Value
£ x L Controller > Plant o >
Measured Value
Sensor o

Feedback Path

Fig. 1. Closed-loop control system.

List the major advantages and disadvantages of open-loop control systems.

|The advantages of open-loop control systems are as follows:

1. Simple construction and ease of maintenance.
2. Less expensive than a corresponding closed-loop system,
3. There is no stability problem.

4. Convenient when output is hard to measure or economically not feasible. (For example, in the
washer system, it would be quite expensive to provide a device to measure the quality of the
output, cleanliness of the clothes, of the washer,)

The disadvantages of open-loop control systems are as follows:

1. Disturbances and changes in calibration cause errors, and the output may be different from
what is desired.

2. To maintain the required quality in the output, recalibration is necessary from time to time.
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Laplace Transform
Introduction:

The manner in which a dynamic system responds to an input, expressed as a function
of time, 1s called the time response. The theoretical evaluation of this response 1s said
to be undertaken in the time domain, and 1s referred to as time domain analysis. It 1s
possible to compute the time response of a system if the following is known:

e the nature of the input(s), expressed as a function of time
e the mathematical model of the system.

The time response of any system has two components:

(a) Transient response: This component of the response will (for a stable system)
decay, usually exponentially, to zero as time increases. It 1s a function only of the

System < 1 Ynamics

3
[N

, and 1s independent of the input ¢

(b) Steady-state response: This 1s the response of the system after the transient

component has decayed and 1s a function of both the system dynamics and the
input quantity.

x (1) i p
i ' i i xi(t)
Tranainl Period ! / ﬁo(f)

//b(
, Steady-State Error

Transient :

Error '1

i Steady-State Period
| >

Figure (1) Transient and steady-state periods of time response.

The total response of the system 1s always the sum of the transient and steady-state
components. Figure (1) shows the transient and steady-state periods of time
response. Differences between the imnput function xi(#) (in this case a ramp function)
and system response x,(t) are called transient errors during the transient period, and
steady-state errors during the steady-state period. One of the major objectives of
control system design 1s to minimize these errors.
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Laplace Transforms:

In order to compute the time response of a dynamic system, it 1s necessary to solve
the differential equations (system mathematical model) for given inputs. There are
a number of analytical and numerical techniques available to do this, but the one
favoured by control engineers 1s the use of the Lapiace transform.

This technique transforms the problem from the time (or ) domain to the Laplace
(or s) domain. The advantage in doing this 1s that complex time domain differential
equations become relatively simple s domain algebraic equations. When a suitable
solution 18 arrived at, it 1s inverse transformed back to the time domain.

The Laplace transform of a function of time f(¢) is given by the integral
20
20 = [ fwedi= £
Jo
where s 1s a complex variable o & jw and is called the Laplace operator.

Laplace transforms of common functions

Example
f(r) =1 (called a unit step function).

Solution
From equation

LT = F(s) = /0  ledy

r l [od]
[-Lien)
L S 10
= _l(o . 1)] ="
L ‘SI I
Example: ft)=et
r r w1
F = flet] = —t —stdtzf —(s+Dt gy — —(s+Dt| —
(s) = £le”™] fe ¢ ¢ s+1° 0 " s+1
0 0

Example: f(t) =4

F(s) = £[4] = f 4e~Stdt = 4] e Stdt = Te‘“lg" =<
0 0
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Example: f(t) = e3¢

(ee] [ee]

Dr. Qasim Abbas

F@) = [ ettemstar = [ e-tar = o) = —
s+3 0 s+3
0 0
Example .
flo)=e
PLIO] = F(s) = | earedr
' Jo
— /"--“-‘ 7(5'Jrc.r)fdlEF
»
[ ot 17
= "5 ™),
—1
[ s—i—(x )]
- S+ a
Table Common Laplace transform pairs
Time function f(1) Laplace transform ¥ 1(1)] = F(s)
' I ' S
I unit impulse &(r) |
2 unit step 1 l/s
. .
3 umtramp ¢ l/s”
n!
4 —
g+l
5 U—({f I
(s + a)
6 I L—{'H a
s(s +a)
. w
7 siwit
§2 4 w2
s
8§  coswr —
5 =4 we
l‘J..-"
9 e “sinwt —
(54 a)” + w-
—at a . §
10 e %(coswr — —sinwr) 5
(Y L v
W (s 4+ a)” + w?
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(a) Derivatives: The Laplace transform of a time derivative is

Al
u

@.f'(f) = 5" F(s) —f'(()):s“‘l _f"((])j.u—j -

where £(0), f'(0) are the initial conditions, or the values of f(7), d/dz f(t) etc. att = 0
(b) Linearity

LLAWD £ L] = Fi(s) £ Fa(s)

L os

(¢) Constant multiplication
Llaf (1)] = ak(s)
(d) Real shift theorem
LIf(t—T))=e PF(s) for T >0

(¢) Convolution integral
'
[ At - 1 = F6E
Jo

(fy Imitial value theorem

S(O) =Hm[f()] = Iim [sF(s)]

§—00
(g) Final value theorem

f(o0) = lim [ £(2)] = lim [s£(5)]

Inverse Transformation:

The inverse transform of a function of s1s given by the integral

l « o
(1) = L7F()] = — /  F(s)e"ds

E'Trj ST
In practice, inverse transformation is most easily achieved by using partial fractions
to break down solutions into standard components, and then use tables of Laplace
transform pairs, as given in Table
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Common partial fraction expansions

(1) Factored roots
K A B

s(s + a) s + (s +a)

(1) Repeated roots

K__4 B C
2As+a) s £ (s+a)

a2
(111) Second-order real roots (b= > 4dac)

K K 4 B

Dr. Qasim Abbas

C

s(as?* + bs + ¢) - s(s+d)s+e) s i (s +d) i (s +e)

. a
(iv) Second-order complex roots (b~ < 4ac)

K A4, Biic
s(as> +bs+¢) s as®>+bs+ ¢

Completing the square gives

A Bs 4+ C

s (s+a)’ +u?

Note: In (11) and (1v) the coefficient ¢ 1s usually factored to a unity value.

Transfer functions

A transfer function is the Laplace transform of a differential equation with zero
initial conditions. It 1s a very easy way to transform from the time to the s domain,

and a powerful tool for the control engineer.

Example

Find the Laplace transform of the following differential equation given:

(a) mitial conditions x, = 4, dx,/dt = 3
(b) zero 1mitial conditions

d’ Xo dx,

R 2x, =5
dr? + dr+ Yo
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Solution
(a) Including initial conditions: Take Laplace transforms (equation (3.4), Table 3.1).

(57 Xo(5) — 45 — 3) + 3(sXo(5) — 4) + 2Xo(5) = >

Ay
§X4ﬂ+%x4n+zn@y:§+m+3+1z
8

; 54 452 + 15,
(2 + 35 4 2 X(s) = T

45>+ 155+ 5
(52 + 35+ 2)

Xo(s) =

(b) Zero initial conditions
Att1=0, xo =0, dxo/dt = 0.

Take Laplace transforms

N 5
s Xo(5) + 35X (5) + 2X o (5) = N

5
s+ 35+ 2)

—
d
—
T
S



Block Diagram Reduction

Transfer Function a
G(s) C(s)
S Output

Signals .
(Only in indicated direction) C(s)=G(s) R(s)

Figure 1: Single block diagram representation

R(s) . C(s) . R(s) G(s) C(s)
Input Output
Signals System
(a) (b)
Ris) & Cs) = Ri(8) * Ro(s) — Ry(s) R(s)
Pa R(s) R(s)
Rz(s)/( Rs(s) | RG)
Pickoff point

Summing junction

() (d)

Figure 2: Components of Linear Time Invariant Systems (LTIS)



4 .
Summing Disturbance U (s ) )
Point Control Br:fnch
Element Manipulated Point
. Actuating Signal I
R(s) X | &, (3 ) Variable G, [5’) S c )l
Reference *4% E(s)=R(s)£b(s) m(s) Controlled
Input b(s) Forward Path Plant Output
Primary b
Feedback Feedback Path Feedback
Signal cechackre ( ) Element
| H{s) B
\ J

Figure 3: Block diagram components

Definitions

e G (S ) = Direct transfer function = Forward transfer function.
« H (S ) =Feedback transfer function.

e G (S )H (S ) = Open-loop transfer function.

« C (S )/R (S ) = Closed-loop transfer function = Control ratio

« (O (S )/E (S ) = Feed-forward transfer function.

r ™

R(s)-»@ﬂL G(s) C(s)
Input Output

\ J

Figure 4: Block diagram of a closed-loop system with a feedback element

c(s) _ 6(s)
R(s) ] —I—G(.S‘)H(S)




BLOCK DIAGRAM SIMPLIFICATIONS

Cascade (Series) Connections

C(s)=
G3(5)G(s) Gy ('S)R(S)_

Xa(s) = Xi(s) =
R(s) Gi(s)R(s) Ga(s)G(s)R(s)
— Gi(® = Gals) ™ Gs(s)
()
R(s) C(s)
- G3(s)Ga(s) Gy (s) >
(b)

Figure 5: Cascade (Series) Connections

Parallel Connections

X\(s) = R(5) G\ (s
6, | K1 = RO Gis)
+
R(s) Go(s) Xo(5) = R(5)Ga(s) £ C(s) = [£G)(5) £ G(s) £ G3()]R(s)
=1 2ls - -
+
, X3(s5) = R(5)G3(s)
= Gs(s)
(a)
k) +Gy(5) £ G(s) = Ga(s) )
(b)

Figure 6: Parallel Connections



Block Diagram Algebra for Summing Junctions

Gis)

Ri(s) + %

Als)

Ris)
B

+ 8 C(s)

Cls)  — R(x)
= —— —= Gis)
(@)
— R(s) +

(h)

1 C=G(+R+X)
“ =+GR 4+ GX
!
o |0
C=GR+X
=G(+R £ X/G)

Figure 7: Summing Junctions

Block Diagram Algebra for Branch Point

R(5) G(s) R(5) G(s)
= ((s) p——— -
R(s) R(5) R(s) ) R(s)
- ——  — G(s) H™ G® -
R(s) 1 R(s)
- . Go) -
(a)
R(5) G(x5) R(5) G(s)
— G(s) -
R(%) Ris) G(s) R F R(5) G(s)
— (5(5) - — = (5(5) -
R(s) G(s) L R(5) G(s)
S ——— G(s) p——»
(h)

Figure 8: Branch Points




Block Diagram Reduction Rules

Table 1: Block Diagram Reduction Rules

Combine all cascade blocks

Combine all parallel blocks

Eliminate all minor (interior) feedback loops
Shift summing points to left
Shift takeoff points to the right

G\U‘I:hwl\)l—‘

Repeat Steps 1 to 5 until the canonical form is obtained

Table 2: Basic rules with block diagram transformation

Manipulation Original Block Diagram Equivalent Block Diagram

Equation

1 |Combining Blocks in X Y X ~—b Y

Cascade

Y =(GG)X

2 Combining Blocks in
Parallel; or Eliminating a
Forward Loop

Y'=(G £G)X

Moving a pickoff point u v==GCu
3 | behind a block v 1
i u = ? y
Moving a pickoff point u
ahead of a black y=Gu

)]
Moving a summing . ,l_@_p i, &)

5 |point behind a block ? e —G(!.! —u )
AL
u, u,
Moving a summing point| ~ £<) Uy & G Yy
6 ahead of a block ! P ¥y 5 y==GCGu, —u,
i

y=(G,—-G,)u




Example 1:

0y (s) 6,(s) 03(s) O4ls)
(a) =i Gils) }—pmed G3ls) gl Gjls)
0,(s) Bals)
reduces to Gy (s) G (s) Gyls) p——dmm— since
Rls) E Cls)
(b) - s Gls) -—
|
H(s)
R(s) Gls) Cls)

FEAUCES 10 e

T+GlsIHls)

0als) _ als) 03s) 82(5)

04(s)

b since C(s) = G(s)Els)

B(s) B2(s) 84(s)

= G(s)[R(s) — Cls)Hls)]

Rls) Cls)
(c) G](S) | G;(s) —
g .
RS
is Rls) G ls) Clss Rl G(5)Gals) Cls)
equivalent -‘-63)—0- G, (s) 1_6'21')_(')'+ 2 VAT 1™ ::'Ch —— + G28)H(s) + Gy (5)Gals) -
t reduces
s ) e
Uls) Cls)
(d) X G ls) X Gals) Gjls)
H,ls)
: [ Hals)
Cls)
can be rearranged hud G ls) Gals) Gjls) -
thus to avoid the
interlinking loops {
Hals)
Hils)
GJ(S)
which is  U(s) il G1(5)Gals) Cls) Uls) G1(5)G2ls)Gals) Cls)
equivalent ~ 3 G1(51G5 (s)H ) or =& 1+GGalsiHal) [
5 + G ()G, (s)H, (s)

H, (s)

G:q(si




Example 2:

G, |4
3 3 Y(s)
SR K. [—# Gy » G, >
H
X(s) + |G Y(s)
—p_?—p Ke > 17 GG, » G, >
H
X(s) K:G, G Y(s)

1+G,G,+ K.G,G.H

Example 3:
R(Lp Gi(s) | G3(5) )
G; and G, are in series
Hi(s)
o H, and H, and H; are in
2(s
parallel
Hi(s)
(@) G; is in series with the
feedback configuration.
ﬂr-(:](x) . G3(5)Ga(s) ) ~
N C(s) -G G,G, |
R(s) "11+G,G,(H,-H, +H,) |
Hy(s) — Hy(s) + H(s) -
(b)
R(s) G(8)Ga($) G (s) C(s)
R .
1+ G3(8)Go$) [Hy(5) ~ Hals) + Hy(s))
(c)




Example 4:

C'_\
Gi(5) Gols) Gals) ©,
Hs(s) Hi(s)
Hi(s) =
R(s) + ZG1P INLZG) Gals) Cls)
4..®_.. Gy(s) Gy(s) XYAETAE
tiy(s) =
Ve(s
(8 Hiy(s) |
(a)
R(s) + Fiis) + Vy(s) (- Gy(s) C(s)
- - 1(5) Gnls 1 3 -
G1)Gots) Ga(s) LT Gy Hato)
Hal(s)
Gy(s)
Hl[.‘i) —
(b)
R(s) + Fals | Gals Cl(s
©) G1(5) G () 4{s)- ( - i l)‘( ‘3(*) ) (s) -
« Gals) 1+ Gy(s)Ha(s)
H‘j Ay
2(8) FH) |
Gi(s)
(¢)
R(s) . () G1(8) Va(s) l,f - | G4(5) Cls)
1+ Gos)Hy(s) + Gys) Go(s)H (5) \G2(5) 1+ G35V H(5)
(d)

R(s)

Gi(5)G1(5)[1 + Gals)]

C(x)

[1+ Gals)Hy(s) + Gi(s) Ga(s)H ()] [1+ G()H3(s)]

(e)



Example5:

- Hy(s)
Minor loop
( =
R(S)CHNE )] G,(s) g Ejls) Gy(5) LG G,(5) E(5) Gu(%) C(s;)
(Major loop C:lermedille loop
H}(’)
H (s)
(a)
H"S)
R (5) =
Gy(s) G,(5) + £X | G,y(s) > G,ls) C(g
Gz‘!) H;(S)
H, (s)
(b)
Hy(s)
R(s) 5 = Gyls) C(s)
G381 Gy(3) 1+G,(5) G,(5) Hyls S T
H,(s)
(c)
" Gy(s) Gy(s)
(s) 1+ Gy(s) Gyls) Hy(s) Cl(s)
G, (5) Gy (s) =
et i 1+ _Gi(3) Go(5) Hy(s)
1+ Gz(S) Gyls) H:(S,
H| (s) |
(d)
R(s) G (s) Gy(s5) Gy(s) Gy(s) Cls)
% 1+ Gy (s) Gy(s) Hy(s) + Gy(s) Gy (s) Hy(s)
H|(3)
(e)
R(s) G\(5) G,(5) G,(5)G,(5) . iy
1 +G(5)Gy(5) G, (5) Gy(5) H,(5) + Gy (5)Gy(s) H,y (5)+ Gyls) Gy(s) Hy(5)

(r
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ROUTH’S STABILITY CRITERION

Consider a closed-loop transfer function

bos™ 4+ b1s™ L+ 4+ b5+ by, B(s)
H(s) = — — = (1)

aps”™ + a1s" 4+ -+ a,_15 + ay, A(s)
where the a;’s and b;’s are real constants and m < n. An alternative to factoring the
denominator polynomial, Routh’s stability criterion, determines the number of closed-

loop poles in the right-half s plane.

Algorithm for applying Routh’s stability criterion

The algorithm described below, like the stability criterion, requires the order of A(s) to
be finite.

1. Factor out any roots at the origin to obtain the polynomial, and multiply by —1 if
necessary, to obtain

aps" +a1s" P+ +ap_1s+a, =0 (2)
where ag # 0 and a,, > 0.

2. If the order of the resulting polynomial is at least two and any coefficient a; is zero
or negative, the polynomial has at least one root with nonnegative real part. To
obtain the precise number of roots with nonnegative real part, proceed as follows.
Arrange the coefficients of the polynomial, and values subsequently calculated from

them as shown below:
n

S ag a2 Q4 Gg
s ay as as an
Sn_2 b1 b2 b3 b4
"3 e ey cg cq
—4
s" dy do d3 dy - (3)
82 €1 €9
1
S Ji
0
S go
where the coeflicients b; are
a1G2 — apasg
b = ——— (4)
aq
a104 — Ap0s
by = ———— (5)
aq
G106 — oAy
by = ——— (6)

ai
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generated until all subsequent coefficients are zero. Similarly, cross multiply the
coefficients of the two previous rows to obtain the ¢;, d;, etc.

bias — a1b
o = 1Cl3b a192 (7)
1
. bias — abs
Co = bl (8>
biar — a1b
0y = 1a7b a194 (9)
1
d, = c1by — bicy (10)
&1
d2 _ Clbg—blcg (11>
6]

until the nth row of the array has been completed! Missing coefficients are replaced
by zeros. The resulting array is called the Routh array. The powers of s are not
considered to be part of the array. We can think of them as labels. The column
beginning with aq is considered to be the first column of the array.

The Routh array is seen to be triangular. It can be shown that multiplying a row
by a positive number to simplify the calculation of the next row does not affect the
outcome of the application of the Routh criterion.

3. Count the number of sign changes in the first column of the array. It can be shown
that a necessary and sufficient condition for all roots of (2) to be located in the
left-half plane is that all the a; are positive and all of the coefficients in the first
column be positive.

Example: Generic Quadratic Polynomial.

Consider the quadratic polynomial:
a052+a18+a2 =0 (12)

where all the a; are positive. The array of coefficients becomes

2CLo a2

st a; 0 (13)

% ay

!There is one important detail that we have not yet mentioned. If an element of the first column
becomes zero, we must alter the procedure. Since this altered procedure is requires some explanation, we
postpone discussion of it to a pair of subsections below.
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where the coefficient a; is the result of multiplying a; by as and subtracting ag(0) then
dividing the result by as. In the case of a second order polynomial, we see that Routh’s
stability criterion reduces to the condition that all a; be positive.

Example: Generic Cubic Polynomial.

Consider the generic cubic polynomial:
a033 + Cl182 + ass + a3 = 0 (14)

where all the a; are positive. The Routh array is

3

S Qo a9
2
S aq as
Sl a1a2—aqa3 (15)
ay
80 as

so the condition that all roots have negative real parts is

a1ay > apds. (16)

Example: A Quartic Polynomial.

Next we consider the fourth-order polynomial:
s' 4253 + 352 +45+5=0. (17)

Here we illustrate the fact that multiplying a row by a positive constant does not change
the result. One possible Routh array is given at left, and an alternative is given at right,

4 1 3 5 4 1 3 5
32 40 s3 2 A p Divide this row by two to get
1 2 0
2 1 5 2 1 5
L —6 -3
0 5) 0 )

In this example, the sign changes twice in the first column so the polynomial equation
A(s) = 0 has two roots with positive real parts.

Necessity of all coefficients being positive.

In stating the algorithm above, we did not justify the stated conditions. Here we show
that all coefficients being positive is necessary for all roots to be located in the left half-
plane. It can be shown that any polynomial in s, all of whose coefficients are real, can
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be factored into a product of a maximal number linear and quadratic factors also having
real coefficients. Clearly a linear factor (s + a) has nonnegative real root iff a is positive.
For both roots of a quadratic factor (s + bs + ¢) to have negative real parts both b and
¢ must be positive. (If ¢ is negative, the square root of b* — 4c is real and the quadratic
factor can be factored into two linear factors so the number of factors was not maximal.)
It is easy to see that if all coefficients of the factors are positive, those of the original
polynomial must be as well. To see that the condition is not sufficient, we can refer to
several examples above.

Example: Determining Acceptable Gain Values

So far we have discussed only one possible application of the Routh criterion, namely
determining the number of roots with nonnegative real parts. In fact, it can be used to
determine limits on design parameters, as shown below.

Consider a system whose closed-loop transfer function is
K

H(s) = . 18
S P PO i (18)
The characteristic equation is
s*+35° + 357 + 25 + K = 0. (19)
The Routh array is
st 1 3 K
53 3 2 0
s? 7/3 K (20)
st 2-9K/7
s? K
so the s! row yields the condition that, for stability,
14/9 > K > 0. (21)

Special Case: Zero First-Column Element.

If the first term in a row is zero, but the remaining terms are not, the zero is replaced by
a small, positive value of € and the calculation continues as described above. Here’s an
example:

s$$+25°+s5+2=0 (22)

has Routh array

(23)

W »w »w O»
S = N W

[a)
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where the last element of the first column is equal 2 = (¢2 — 0)/e. In counting changes of
sign, the row beginning with ¢ is not counted.

If the elements above and below the € in the first column have the same sign, a pair
of imaginary roots is indicated. Here, for example, (22) has two roots at s = £7.

On the other hand, if the elements above and below the € have opposite signs, this
counts as a sign change. For example,

$?—3s+2=(s-1)(s+2)=0 (24)
has Routh array
53 1 -3
52 e 2
st —3—2/e (25)
Y 2

with two sign changes in the first column.

Special Case: Zero Row. If all the coefficients in a row are zero, a pair of roots of
equal magnitude and opposite sign is indicated. These could be two real roots with equal
magnitudes and opposite signs or two conjugate imaginary roots. The zero row is replaced
by taking the coefficients of dP(s)/ds, where P(s), called the auxiliary polynomial, is
obtained from the values in the row above the zero row. The pair of roots can be found
by solving dP(s)/ds = 0.

Note that the auxiliary polynomial always has even degree. It can be shown that an
auxiliary polynomial of degree 2n has n pairs of roots of equal magnitude and opposite
sign.

Example: Use of Auxiliary Polynomial

Consider the quintic equation A(s) = 0 where A(s) is

s5 + 25 + 2453 + 485 — 50. (26)
The Routh array starts off as
s5 1 24 —25
12 48 —50 «— auxiliary polynomial P(s) (27)

200
The auxiliary polynomial P(s) is
P(s) = 2s* +48s% — 50 (28)

which indicates that A(s) = 0 must have two pairs of roots of equal magnitude and
opposite sign, which are also roots of the auxiliary polynomial equation P(s) = 0. Taking
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the derivative of P(s) with respect to s we obtain

dP(s)

e 85 + 96s. (29)

so the s3 row is as shown below and the Routh array is

s 1 24 =25

st 2 48 =50

53 8 96 «—— Coeflicients of dP(s)/ds (30)
52 24 =50

st 1127 0

sY =50

There is a single change of sign in the first column of the resulting array, indicating that
there A(s) = 0 has one root with positive real part. Solving the auxiliary polynomial
equation,

25t +48s* — 50 = 0 (31)

yields the remaining roots, namely, from

s =41, s==4jb. (33)

so the original equation can be factored as

(s+1)(s—1)(s+75)(s—j5)(s+2) =0. (34)

Relative stability analysis. Routh’s stability criterion provides the answer to the
question of absolute stability. This, in many practical cases, is not sufficient. We usually
require information about the relative stability of the system. A useful approach for ex-
amining relative stability is to shift the s-plane azis and apply Routh’s stability criterion.
Namely, we substitute s = z — o (0 = constant) into the characteristic equation of the
system, write the polynomaial in terms of z, and apply Routh’s stability criterion to the
new polynomial in z. The number of changes of sign in the first column of the array
developed for the polynomial in z is equal to the number of roots which are located to the
right of the vertical line s = —o. Thus, this test reveals the number of roots which lie to
the right of the vertical line s = —o. 2

2This italicized text and most of the numerical examples are from Section 6-6 of Ogata, Katsuhiko,
Modern Control Engineering, Englewood Cliffs, NJ: Prentice-Hall, 1970, pp. 252-258. The rest of the
text, including the descriptions of the examples is mine.
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A-6-1.

R(s)

Similarly, the program for the fourth-order transfer function approximation with
T =0.1secis

[num,den] = pade(0.1, 4);

printsys(num, den, 's')
num/den =
sN4 — 200873 + 18000s72 — 840000s + 16800000
s™4 + 200s73 + 18000s72 + 840000s + 16800000

Notice that the pade approximation depends on the dead time T and the desired order
for the approximating transfer function.

EXAMPLE PROBLEMS AND SOLUTIONS

Sketch the root loci for the system shown in Figure 6-39(a). (The gain K is assumed to be posi-
tive.) Observe that for small or large values of K the system is overdamped and for medium val-
ues of K it is underdamped.

Solution. The procedure for plotting the root loci is as follows:

1. Locate the open-loop poles and zeros on the complex plane. Root loci exist on the negative
real axis between 0 and —1 and between —2 and 3.

2. The number of open-loop poles and that of finite zeros are the same. This means that there
are no asymptotes in the complex region of the s plane.

Jo g
- 12
K=0.0718
|
0 1 o
C(s)
s+3 .
K(s +2) - oD — il
)
(a) (b)
Figure 6-39

(a) Control system; (b) root-locus plot.
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3. Determine the breakaway and break-in points. The characteristic equation for the system is

K(s +2)(s +3)
s(s + 1)

or

B s(s + 1)
(5 +2)(s + 3)

The breakaway and break-in points are determined from

dK (25 A 1)(s +2)(s +3) — s(s + 1)(25 + 5)
ds [(5 + 2)(s + 3)]2

A(s + 0.634)(s + 2.366)
(s +2)(s+3)]

as follows:
s = —0.634, s = —2.366

Notice that both points are on root loci. Therefore, they are actual breakaway or break-in
points, At point s = —0.634, the value of K is

(~0.634)(0.366)
(1.366)(2.366)

= 0.0718

Similarly, at s = ~2.366,

(=2.366)(~1.366)

(—0.366)(0.634)

(Because point s = —0.634 lies between two poles, it is a breakaway point, and because point
s = —2.366 lies between two zeros, it is a break-in point.)

4. Determine a sufficient number of points that satisfy the angle condition. (It can be found
that the root loci involve a circle with center at ~1.5 that passes through the breakaway and
break-in points.) The root-locus plot for this system is shown in Figure 6-39(b).

Note that this system is stable for any positive value of K since all the root loci lie in the left-
half s plane.

Small values of K (0 < K < 0.0718) correspond to an overdamped system. Medium values
of K (0.0718 = K < 14) correspond to an underdamped system. Finally. large values o!
K (14 < K) correspond to an overdamped svstem. With a large value of K, the steady state can
be reached in much shorter time than with a small value of K.

The value of K should be adjusted so that svstem performance is optimum according to a
given performance index.

Example Problems and Solutions 385
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A-6-2. Sketch the root loci of the control system shown in Figure 6-40(a).
Solution. The open-loop poles are located at s = 0,5 = =3 + j4,and s = —3 — j4. A root locus
branch exists on the real axis between the origin and —oc. There are three asymptotes for the root
loci. The angles of asymptotes are
+180°(2k + 1)
Angles of asymptotes = R S— = 60°, —60°, 180°
Referring to Equation (6-13), the intersection of the asymptotes and the real axis is obtained as
0+3+3
s = - __3‘—" = “"2
Next we check the breakaway and break-in points. For this system we have
K = —s(s? + 65 + 25)
Now we set
dK
Rl —(3s? + 125 + 25) = 0
which yields
s = -2+ j2.0817, s = -2 — j2.0817
Jo )
k=150_ [}°
K=68 \45
AN fa
K =34 /3
L 2
k=68 k=34 [\ [/
IR VIRV I SN
-7 -6 -5 -4 -3 2\ -1 0 1 o
- /1
- 2
% . K=34 [ _j3
5(s? + 65 +25)
N
K=68 i
~5
N\
L 6
(@ ®
Figure 640

(a) Control system; (b) root-locus plot.
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A-6-3.

Notice that at points s = —2 + j2.0817 the angle condition is not satisfied. Hence, they are nei-
ther breakaway nor break-in points. In fact, if we calculate the value of K, we obtain

K = —s(s* + 65 + 25) =34 & j18.04

s=-214,2.0817

(To be an actual breakaway or break-in point, the corresponding value of K must be real and
positive.)
The angle of departure from the complex pole in the upper half s plane is

6.= 180° — 126.87° — 90°
or
6 = ~36.87°

The points where root-locus branches cross the imaginary axis may be found by substituting
s = jw into the characteristic equation and solving the equation for w and K as follows: Noting
that the characteristic equation is

s+ 652+ 255+ K =0
we have
(jo)’ + 6(jw) + 25(jo) + K = (=60" + K) + jo(25 — &) =0
which yields
w = £5, K = 150 or w =0, K=0

Root-locus branches cross the imaginary axis at w = 5 and o = —5.The value of gain K at the
crossing points is 150. Also, the root-locus branch on the real axis touches the imaginary axis at
w = 0. Figure 6-40(b) shows a root-locus plot for the system.

It is noted that if the order of the numerator of G(s)H (s) is lower than that of the denomi-
nator by two or more, and if some of the closed-loop poles move on the root locus toward the right
as gain K is increased, then other closed-loop poles must move toward the left as gain X is in-
creased. This fact can be seen clearly in this problem. If the gain K is increased from K = 34 to
K = 68, the complex-conjugate closed-loop poles are moved from s = ~2 + j3.65tos = —1 + j4;
the third pole is moved from s = —2 (which corresponds to K = 34) to s = —4 (which corre-
sponds to K = 68).Thus, the movements of two complex-conjugate closed-loop poles to the right
by one unit cause the remaining closed-loop pole (real pole in this case) to move to the left by two
units.

Consider the system shown in Figure 6-41(a). Sketch the root loct for the system. Observe that
for small or large values of K the system is underdamped and for medium values of K it is
overdamped.

Solution. A root locus exists on the real axis between the origin and —oo. The angles of asymp-
totes of the root-locus branches are obtained as

+180°(2k + 1)
Angles of asymptotes = Ty < 60°, —60°, —~180°

The intersection of the asymptotes and the real axis is located on the real axis at

0+2+
s = —~——3—2 = —1.3333
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Figure 641
(a) Control system;
(b) root-locus plot.

388

jo

| J3
- 2
- /1
K=1852
| | | l -
-4 -3 -2 1 4

K
s(s2 +4s +5)

(2)

®

The breakaway and break-in points are found from dK/ds = 0. Since the characteristic equation is
P +4a?+5s+K=0
we have %
K =—(s° + 4s*> + 55)
Now we set
dK

E=—(3sz+8s+5)=0

which yields
s =-1, s = —1.6667

Since these points are on root loci, they are actual breakaway or break-in points. (At point s = —1,
the value of K is 2, and at point s = —1.6667, the value of X is 1.852.)

The angle of departure from a complex pole in the upper half s plane is obtained from

6 = 180° ~ 153.43° — 90°
or
6 = —63.43°

The root-locus branch from the complex pole in the upper half s plane breaks into the real axis
ats = —1.6667.

Next we determine the points where root-locus branches cross the imaginary axis. By substi-
tuting s = jw into the characteristic equation, we have

(jw)® + 4(jw)? + 5(jw) + K =0
or
(K - 4w2) + jw(S - wz) =0

from which we obtain

w=+V5, K=20 o w=0K=0
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Root-locus branches cross the imaginary axis at w = V5 and w = —V/5.The root-locus branch
on the real axis touches the jw axis at w = 0. A sketch of the root loci for the system is shown in
Figure 6-41(b).

Note that since this system is of third order, there are three closed-loop poles. The nature of
the system response to a given input depends on the locations of the closed-loop poles.

For0 < K < 1.852, there are a set of complex-conjugate closed-loop poles and a real closed-
loop pole. For 1.852 = K = 2, there are three real closed-loop poles. For example, the closed-
loop poles are located at

—1.667, s = —1.667, s = —0.667, for K = 1.852
s =-1, s =-1, 5 =-2, forK =2

I
il
Il

s

For 2 < K, there are a set of complex-conjugate closed-loop poles and a real closed-loop pole.
Thus, small values of K (0 < K < 1.852) correspond to an underdamped system. (Since the real
closed-loop pole dominates, only a small ripple may show up in the transient response.) Medium
values of K (1.852 = K = 2) correspond to an overdamped system. Large values of K (2 < K)
correspond to an underdamped system. With a large value of K, the system responds much faster
than with a smaller value of K.

A-6-4. Sketch the root loci for the system shown in Figure 6-42(a).
Solution. The open-loop poles are locatedats = 0,5 = —1,5s = -2 + j3,ands = -2 — j3. A root
locus exists on the real axis between points s = 0 and s = —1. The angles of the asymptotes are
found as follows:
i +180°(2k + 1) B
Angles of asymptotes = — = 45°,—45°,135°, —135°
[ S D N / L1
6 -5 4 -3 -2 —1\\ o
_ Kk .
s(s + 1) (57 + 45 +13) /
(a) . b

Figure 6-42
(a) Control system; (b) root-locus plot.
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The intersection of the asymptotes and the real axis is found from

0+1+2+2

= =-12
s 7 1.25

The breakaway and break-in points are found from dK/ds = 0. Noting that
K =—s(s + 1)(s* + 45 + 13) = —(s* + 55 + 175* + 13s)
we have

d
i _ ~(4s% + 1552 + 34s + 13) = 0
ds
from which we get
s = —0.467, s = —1.642 + j2.067, s = —1.642 — j2.067
Point s = —0.467 is on a root locus. Therefore, it is an actual breakaway point. The gain values K
corresponding to points s = —1.642 + j2.067 are complex quantities. Since the gain values are
not real positive, these points are neither breakaway nor break-in points.
The angle of departure from the complex pole in the upper half s plane is

6 = 180° — 123.69° —~ 108.44° — 90°

or

0 = —142.13°

Next we shall find the points where root loci may cross the jw axis. Since the characteristic
equation is

S+ 583+ 177+ 135+ K =0
by substituting s = jw into it we obtain
(jw)* + 5(jw)® + 17(jw)? + 13(jw) + K =0
or
(K + o* = 170%) + jo(13 — 5e?) = 0
from which we obtain
w = + 1.6125, K = 3744 or w =0, K=0
The root-locus branches that extend to the right-half s plane cross the imaginary axis at
o = +1.6125. Also, the root-locus branch on the real axis touches the imaginary axis at = 0. Fig-
tire 6-42(b) shows a sketch of the root loci for the system. Notice that each root-locus branch that

extends to the right half s plane crosses its own asymptote.
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A-6-5.  Sketch the root loci for the system shown in Figure 6-43(a).

Solution. A root locus exists on the real axis between points s = —1 and s = —3.6. The asymp-
totes can be determined as follows:
+180°(2k + 1)

Angles of asymptotes = 3] = 90°, -90°
The intersection of the asymptotes and the real axis is found from
_0+0+36 -1 _

o -13

Since the characteristic equation is
s>+ 3652+ K(s+1)=0
we have

_s3 + 3.657
s+ 1

The breakaway and break-in points are found from
dK (3s* + 7.25)(s + 1) — (s* + 3.65%)

ds (s + 1)?
or
s'+ 3352+ 365 =0
jo
(S J | |
-4 -3 -2 -1 0 1 o
— 1
Kis+1) N
5%(s +3.6) T
— -2
- -3
(a) (b)
Figure 6-43

(a) Control system; (b) root-locus plot.
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from which we get
s =0, s = —1.65 + j0.9367, s = —1.65 — j0.9367

Point s = 0 corresponds to the actual breakaway point. But points s = 1.65 + j0.9367 are neither
breakaway nor break-in points, because the corresponding gain values K become complex
quantities,

To check the points where root-locus branches may cross the imaginary axis, substitute s = jw
into the characteristic equation, yielding.

(jw)* + 3.6(jw)* + Kjo + K =0
or
(K —3.60%) + ju(K — o?) =0

Notice that this equation can be satisfied only if w = 0, K = 0. Because of the presence of a dou-
ble pole at the origin, the root locus is tangent to the jw axis at = 0. The root-locus branches do
not cross the jo axis. Figure 6-43(b) is a sketch of the root loci for this system.

A—-6-6. Sketch the root loci for the system shown in Figure 6-44(a).

Solution. A root locus exists on the real axis between point s = —0.4 and s = —3.6. The angles of
asymptotes can be found as follows:

+180°(2k + 1)

Angles of asymptotes = —=_-1 - 90°, —90°
jw
- 72
60°
Ly [ N [
-4 ) =2 -1 0 1 o
-60°
{ _'1
K(s +0.4) ’
s2(s +3.6) ”
2
L /3
(a) &)

Figure 6-44
(a) Control system; (b) root-locus plot.
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The intersection of the asymptotes and the real axis is obtained from

0+0+36-04 _
3-1 B

-1.6

s =

Next we shall find the breakaway points. Since the characteristic equation is
3+ 3652+ Ks+ 04K =0
we have

B _53 + 3.65%
T s +04

The breakaway and break-in points are found from

dK (352 + 7.25)(s + 0.4) — (s* + 3.65%)

ds (s + 0.4)?

from which we get
3+ 2457+ 1445 =0
or
s(s+12)2=0

Thus, the breakaway or break-in points are at s = 0 and s = —1.2. Note that s = —1.2 is a double
root. When a double root occurs in dK/ds = 0 at points = —1.2, de/(dsz) = 0 at this point. The
value of gain K at points = —1.2is

>+ 3657
K =-3T205 =432
s+ 4 s==1.2
This means that with K = 4.32 the characteristic equation has a triple root at point s = —1.2. This

can be easily verified as follows:
§° 4+ 3.65° + 4325 + 1.728 = (s + 12*=0

Hence, three root-locus branches meet at point s = —1.2. The angles of departures at point
= —1.2 of the root locus branches that approach the asymptotes are £180°/3, that is, 60° and
—60°. (See Problem A-6-7.)
Finally, we shall examine if root-locus branches cross the imaginary axis. By substituting s = jw
into the characteristic equation, we have

Il
<

(jo)* + 3.6(jw)* + K(jo) + 04K
or
(04K — 3.60%) + jw(K — &) =0

This equation can be satisfied only if @ = 0, K = 0. At point w = 0, the root locus is tangent to
the jw axis because of the presence of a double pole at the origin. There are no points that root-
locus branches cross the imaginary axis.

A sketch of the root loci for this system is shown in Figure 6-44(b).
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A-6-7. Referring to Problem A-6-6, obtain the equations for the root-locus branches for the system
shown in Figure 6-44(a). Show that the root-locus branches cross the real axis at the breakaway
point at angles +60°.

Solution. The equations for the root-locus branches can be obtained from the angle condition

K(s + 04)

- = +180°(2k + 1
s2(s + 3.6 ( )

which can be rewritten as
[s +04—2/s— [s +36=+180°(2k + 1)
By substituting s = o + jw, we obtain

Jo tjo+04~-2/c+ jw— [o+ jo+36=1180°(2k + 1)

or

tan"(a_ :’04) - 2tan‘1<§> - tan—‘< f%) = +180°(2k + 1)
5 ag .

By rearranging, we have

4 w af @ @ 1 w o
- == =]+ +
tan (a’ n 0'4> tan (0_> tan <o_> tan (a- " 3.6) +180°(2k + 1)

Taking tangents of both sides of this last equation, and noting that

w

-1 hd o —
+ +1)| =
tan[tan (0‘ + 3A6> 180°(2k 1):| o+36

we obtain

w w w w

+
c+04 o o o +36

+ w
o+ 04

@ e
a

which can be simplified to

wor — w(oc +04) oo+ 3.6) + wo

(0 +04)0 + &® a(o +36) — o

or

w(o® + 2407 + 1440 + 1.60° + 00?) = 0
which can be further simplified to
wlo(o +12) + (¢ + 1.6)w?] =0

For o # —1.6, we may write this last equation as

w[w - (o + 1.2)4/0101.6“:(» o+ 12)y)= ;"1.6] =0
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which gives the equations for the root-locus as follows:
w=20

[ -

w= (o +12) -
-

w=-(c+ 1.2),/U+ T

The equation w = 0 represents the real axis. The root locus for 0 = K = oo is between points
s = —=0.4 and s = —3.6. (The real axis other than this line segment and the origin s = 0 corre-
sponds to the root locus for —oo = K < 0.)

The equations

—a
= + 1.2),/ —
w = +t(c 12)\/0 16 (6-21)
represent the complex branches for 0 = K = oo. These two branches lie between o = —1.6 and

o = 0. [See Figure 6-44(b).] The slopes of the complex root-locus branches at the breakaway
point (o = —1.2) can be found by evaluating dw/do of Equation (6~21) at point ¢ = —1.2.

dw /1.2
o=—12 - i —.i B i\/g

do
3 = 60°, the root-locus branches intersect the real axis with angles +60°.

4 |7
=12 o+ 16

Since tan™
Consider the system shown in Figure 6-45(a), which has an unstable feedforward transfer func-
tion. Sketch the root-locus plot and locate the closed-loop poles. Show that, although the closed-
loop poles lie on the negative real axis and the system is not oscillatory, the unit-step response curve
will exhibit overshoot.

Solution. The root-locus plot for this system is shown in Figure 6~45(b). The closed-loop poles are
located at s = —2 and s = —5.
The closed-loop transfer function becomes
C(s)  10(s +1)
R(s) s*+7s+ 10

Jjw
Closed-loop poles /2
Ris) @ 10(s + 1) C(s) | L L
o s(s~3) . 6 A > 0 > PR
Closed-loop zero -2

Figure 6—45

(a) (b

‘a) Control system; (b) root-locus plot.
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Figure 6-46
Unit-step response
curve for the system

shown in Figure
6-45(a).

A-6-9.
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The unit-step response of this system is

_10(s + 1)
O =T i+ )

The inverse Laplace transform of C(s) gives
c(t) =1 + 1.666e™% — 2.666¢™, fort =0

The unit-step response curve is shown in Figure 6-46. Although the system is not oscillatory, the
unit-step response curve exhibits overshoot. (This is due to the presence of a zero ats = —1.)

Sketch the root loci of the control system shown in Figure 6-47(a). Determine the range of gain
K for stability.

Solution. Open-loop poles are located ats = 1,s = =2 + jV/3,ands = -2 — jV/3. A root locus
exists on the real axis between points s = 1 and s = —oco. The asymptotes of the root-locus
branches are found as follows:

+180°(2k + 1)

3 = 60°, —60°, 180

Angles of asymptotes =

The intersection of the asymptotes and the real axis is obtained as

~1+2+2

-1
3

§ = -

The breakaway and break-in points can be located from dK/ds = 0. Since
K=-(s=1)(s*+4ds+7)=—(s>+ 352+ 3s — 7)
we have

ﬁ=—332+6s+3 =0
d
s

which yields
(s +1)>=0
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- Kk
(s=1)(s2+45+7)

(2)

Figure 6-47
(a) Control system; (b) root-locus plot.

Thus the equation dK/ds = 0 has a double root at s = —1. (This means that the characteristic
equation has a triple root at s = —1.) The breakaway point is located at s = —1. Three root-locus
branches meet at this breakaway point. The angles of departure of the branches at the breakaway
point are £180°/3, that is, 60° and —60°.

We shall next determine the points where root-locus branches may cross the imaginary axis.
Noting that the characteristic equation is

(s = D(s?+4s+7)+ K =0
or
P37+ 35 -T+ K =0

we substitute s = jw into it and obtain
(jo) + 3(jo)* + 3(jw) =7+ K =0
By rewriting this last equation, we have
(K -7 - 3w2) + jw(3 - wz) =0
This equation is satisfied when

w = +V3, K =7+ 3w =16 or w = (), K =7
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The root-locus branches cross the imaginary axis at w = +V/3 (where K = 16) and @ = 0 (where
K = 7). Since the value of gain K at the origin is 7, the range of gain value K for stability is

7< K <16

Figure 6-47(b) shows a sketch of the root loci for the system. Notice that all branches consist of
parts of straight lines.

The tact that the root-locus branches consist of straight lines can be verified as follows: Since
the angle condition is

K
/(s— DG £ 2+ N3 + 2 = jv3) - H80°(2k + 1)

we have

—/s=1-/s+2+jV3— [s+2—jV3=+180°(2k + 1)

By substituting s = ¢ + jw into this last equation,

g-l+jo+ jo+2+ jo+jV3+ Jo+2+ jw—jV3==2180°2k + 1
J

or

Jo+2+jlw+ V3 + [o +2+ jlw=V3)=—/c — 1+ jo £ 180°(2k + 1)

which can be rewritten as

tan‘l<w> + ta“-l(“’_—\é> - _tan.1<

g+ 2 o+ 2

2 1) + 180°(2k + 1)

Taking tangents of both sides of this last equation, we obtain

w+\/§+w—\/§

o+ 2 o+ 2 w

e

o+2 o+2
or
2w(c + 2) w

a2+40'+4—w2+3_ og—1

which can be simplified to
20(c + 2)(0 — 1) = —w(o? + 4o + 7 — &?)
or
w(B3o? + 60 +3 - w?) =0

Further simplification of this last equation yields
1 1 )
+1l4—lo+1-——]=0
@ ( 7 V3w > (G V3w
which defines three lines:

1
w =0, a+l+-—1‘~w=0, o+l—-——7w=0

V3 V3
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Thus the root-locus branches consist of three lines. Note that the root loci for K > 0 consist of
portions of the straight lines as shown in Figure 6-47(b). (Note that each straight line starts from
an open-loop pole and extends to infinity in the direction of 180°,60°, or —60° measured from the
real axis.) The remaining portion of each straight line corresponds to K < 0.

A-6-10. Consider the system shown in Figure 6-48(a). Sketch the root loci.

Solution. The open-loop zeros of the system are located at s = +j. The open-loop poles are lo-
cated at s = 0 and s = —2. This system involves two poles and two zeros. Hence, there is a possi-
bility that a circular root-locus branch exists. In fact, such a circular root locus exists in this case,
as shown in the following. The angle condition is

/K(S + 06 =)

G+ 2) = £180°(2k + 1)

or

[s+j+ [s— )~ [s— [s+2==%180°(2k + 1)
By substituting s = o + jw into this last equation, we obtain

Jo+tjo+tj+ [ctjo—j=[ct jo+ [0+2+ jox 1802k + 1)

+1 -
tan'l<w ) + tan"<9—0—1-> = tan”! <§> + tan*‘<—(:—2> + 180°(2k + 1)
o

Taking tangents of both sides of this equation and noting that

w %)
tan| tan™! ol =
an[an <0'+2>:t180:| o+ 2

or

Jjw
- Jjl
1 )I< L ]
-3 ) -1 0 1 T
K2+ 1) -
s(s+2) . L 1
L -2
(a) (b)

Figure 6-48
(a) Control system; (b) root-locus plot.
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Figure 6-49
Control system.

400

we obtain

w+1+w—l @ w
o a o o+12
] w+low-1 w
l_ _
o o oo+ 2

or

which is equivalent to

These two equations are equations for the root loci. The first equation corresponds to the root locus
on the real axis. (The segment between s = 0 and s = —2 corresponds to the root locus for
0 = K < co. The remaining parts of the real axis correspond to the root locus for K < 0.) The
second equation is an equation for a circle. Thus, there exists a circular root locus with center at
o =}, w = 0 and the radius equal to V/5/2. The root loci are sketched in Figure 6-48(b). [That
part of the circular locus to the left of the imaginary zeros corresponds to K > 0. The portion of
the circular locus not shown in Figure 6-48(b) corresponds to K < 0.]

Consider the control system shown in Figure 6-49. Plot the root loci with MATLAB.

Solution. MATLAB Program 6-11 generates a root-locus plot as shown in Figure 6-50.The root
loci must be symmetric about the real axis. However, Figure 6-50 shows otherwise.

MATLARB supplies its own set of gain values that are used to calculate a root-locus plot. It does
so by an internal adaptive step-size routine. However, in certain systems, very small changes in the
gain cause drastic changes in root locations within a certain range of gains. Thus, MATLAB takes too
big a jump in its gain values when calculating the roots, and root locations change by a relatively large
amount. When plotting, MATLAB connects these points and causes a strange-looking graph at the
location of sensitive gains. Such erroneous root-locus plots typically occur when the loci approach a
double pole (or triple or higher pole), since the locus is very sensitive to small gain changes.

MATLAB Program 6-11

Yo =mmmmmnae Root-locus plot ----------

num=[0 0 1 0.4];

den=1{1 3.6 0 0];

rlocus(num,den);

v={[51 -3 3]; axis(v)

grid

title('Root-Locus Plot of G(s) = K(s + 0.4)/[s"2(s + 3.6)]")

_ @ | Ks+04) _
2
T s +3.6)
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Figure 6-50
Root-locus plot.

Root-Locus Plot of G(s) = K(s+0.4)/[s%(s+3.6)]

3
2+
1+
o
;
5 0
E
—~] *
-2+
-3 i i i L
-5 -4 3 -2 -1 0 !

Real Axis

In the problem considered here, the critical region of gain K is between 4.2 and 4.4. Thus we
need to set the step size small enough in this region. We may divide the region for K as follows:

K1 =[0:0.2:4.2];
K2 = [4.2:0.002:4.4];
K3 = [4.4:0.2:10};
K4 = [10:5:200);
K=[Kl K2 K3 K4j;
Entering MATLAB Program 6—12 into the computer, we obrain the plot as shown in Figure 6-51.

If we change the plot command plot(r,'o') in MATLAB Program 6-12 to plot(r,’-'}, we obtain Fig-
ure 6-52. Figures 6-51 and 6-52 respectively, show satisfactary root-locus plots.

MATLAB Program 6-12

R J—— Root-locus plot ----------
num = {0 0 1 0.4];

den=1{1 3.6 0 0J;

K1 =10:0.2:4.2];

K2 = [4.2:0.002:4.4];

K3 =[4.4:0.2:10}];

K4 = [10:5:200];

K=[K1 K2 K3 K4};

r = rlocus(num,den,K);

plot(r,'0")
v=[-51 -5 5]; axis(v)
grid

title('"Root-Locus Plot of G(s) = K(s + 0.4)/[s"2(s + 3.6}]")
xlabel('Real Axis')
ylabel('Imag Axis')
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Figure 6-51

Root-locus plot.

Figure 6--52

Root-locus plot.

402

A~6-12.

Root-Locus Plot of G(s) = K(s+0.4)/[s%(s+3.6)]
S + T T T T

Imag Axis
=

-5 -4 -3 -2 -1 0 1
Real Axis

Root-Locus Plot of G(s) = K(s+0.4)/[s%(s+3.6)]
5 T T T T T

Imag Axis
(=]

-5 —4 -3 >
Real Axis
Consider the system whose open-loop transfer function G(s)H(s) is given by
K
s(s+ (s +2)
Using MATLAB, plot root loci and their asymptotes.

G(s)H(s) =

Solution. We shall plot the root loci and asymptotes on one diagram. Since the open-loop trans-
fer function is given by

K
G)H(s) = ——FF——=
()H(s) s(s + 1)(s + 2)
. S
2+ 352 + 25
the equation for the asymptotes may be obtained as follows: Noting that
K K

lim —————— = lim =
iSesd £ 35 + 25 s + 352+ 35 + 1 (s + 1)°
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the equation for the asymptotes may be given by

Ga(s)H,(s) =
W)H(s) = T
Hence, for the system we have
num=1{0 0 0 1]
den=1{1 3 2 0]

and for the asymptotes,
numa=[0 0 0 1]
dena=[1 3 3 1]
In using the following root-locus and plot commands

r = rlocus(num,den)
a = rlocus(numa,dena)
plot(fr a])

the number of rows of r and that of a must be the same. To ensure this, we include the gain con-
stant K in the commands. For example,

K1 =0:0.1:0.3;

K2 =0.3:0.005:0.5:
K3 = 0.5:0.5:10;
K4 =10:5:100;

K=[K1 K2 K3 K4}

r = rlocus(num,den,K)

a = rlocus{numa,dena,K)
y=[r al

plotly, '-")

MATLAB Program 6~13

Yo ~mmmmmmnnn Root-Locus Plots ---eena—-
num=[0 0 0 1];

den=1{1 3 2 0}

numa={0 0 0 1};

dena=1(1 3 3 1];

K1 =0:0.1:0.3;

K2 = 0.3:0.005:0.5;

K3 =0.5:0.5:10;

K4 = 10:5:100;

K={KT K2 K3 K4];

r = rlocus(num,den, K);

a = rlocus(numa,dena,K);

y=1[r al;

plot(y,'-")

v=1[4 4 -4 4]; axis(v)

grid

title('Root-Locus Plot of G(s) = K/[s(s + 1)(s + 2)] and Asymptotes')
xlabel('Real Axis')

ylabel('lmag Axis')

% ***** Manually draw open-loop poles in the hard copy *****
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Figure 6-53
Root-locus plot.

404

Root-Locus Plot of G(s) = K/[(s(s+1)(s+2)] and Asymptotes

Imag Axis
o

Including gain K in rlocus command ensures that the r matrix and a matrix have the same number of
rows. MATLAB Program 6-13 will geperate a plot of root loci and their asymptotes. See Figure 6-53.

Drawing two or more plots in one diagram can also be accomplished by using the hold com-
mand. MATLAB Program 6-14 uses the hold command. The resulting root-locus plot is shown

in Figure 6-54.

Real Axis

MATLAB Program 6-14

e E—— Root-Locus Plots
num=[0 0 0 1];
den=1[1 3 2 0];
numa=[0 0 0 1];
dena=1{1 3 3 1];

K1 = 0:0.1:0.3;

K2 = 0.3:0.005:0.5;

K3 =0.5:0.5:10;

K4 = 10:5:100;

K=[Kl K2 K3 K4};

r = rlocus(hum,den,K);

a = rlocus(numa,dena,K);
plot(r,'0")

hold

Current plot held
plot(a,'-")

v=[-4 4 -4 4]; axis(v)
grid

xlabel{'Real Axis')
ylabel('Imag Axis")

title('"Root-Locus Plot of G(s) =

K/[s(s+1)(s+2)] and Asymptotes')
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Figure 6-54
Root-locus plot.

A~-6-13.

T

4 T T

Imag Axis
<
5 T
Q

Z1t

Root-Locus Plot of G(s) = K/[s(s+1)(s+2)] and Aysmptotes

Real Axis

Consider a unity-feedback system with the following feedforward transfer function G(s):
K(s + 2)?
(s + 4)(s + 5)°

G(s) = —

Plot root loci for the system with MATLAB.

Solution. A MATIL.AB program to plot the root loci is given as MATLAB Program 6-15. The

resulting root-locus plot is shown in Figure 6-55.

Notice that this is a special case where no root locus exists on the real axis. This means that
for any value of K > 0 the closed-loop poles of the system are two sets of complex-conjugate
poles. (No real closed-loop poles exist.) For example, with K = 25, the characteristic equation

for the system becomes
st 4+ 10s° + 545 + 1405 + 200
= (5% + 45 + 10)(s* + 65 + 20)

= (s + 2 + j2.4495)(s + 2 — j2.4495)(s + 3 + j3.3166)(s + 3 — j3.3166)

MATLAB Program 6-15

/- J— Root-Locus Plot -----~-mva--
num=1[0 0 1 4 4];

den=[1 10 29 40 100];

r = rlocus{inum,den);

plot(r,'o")

hold

current plot held

plot(r,'-")

v=[-8 4 -6 6]; axis(v); axis('square')
grid

xlabel('Real Axis')
ylabel('lmag Axis')

title('Root-Locus Plot of G(s) = (s + 2)22/[(s"2 + 4)(s + 5)/2]")
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Figure 6-55
Root-locus plot.

A-6-14.

406

Root-Locus Plot of G(s) = (s+2)%/[(s2+4)(s+5)?)

Imag Axis
o

8 6 4 2 0 2 4
Real Axis

Since no closed-loop poles exist in the right-half s plane, the system is stable for all values of

K >0.
Consider a unity-feedback control system with the following feedforward transfer function:

s+2

Gls) = s> + 952 + 8s

Plot a root-locus diagram with MATLAB. Superimpose on the s plane constant ¢ lines and con-

stant w, circles.

Solution. MATLAB Program 6-16 produces the desired plot as shown in Figure 6-56.

MATLAB Program 6-16

num=[0 0 1 2];
den=1[1 9 8 0];
K =0:0.2:200;
rlocus(num,den,K)

=[-10 2 -6 6]; axis(v); axis('square")
sgrid
title('Root-Locus Plot with Constant \zeta Lines and Constant \omega_n Circles')
gtext('\zeta = 0.9')
gtext('0.7")
gtext('0.5")
gtext('0.3")
gtext('\omega n=10"
gtext('8')
gtext('6’)
gtext('4')
gtext('2')
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Figure 6-56
Root-locus plot with
constant { lines and
constant w,, circles.

A-6-15.

A-6-16.

Root-Locus Plot with Constant { Lines and Constant ®, Circles
6 e

AN
i

Imag Axis
<

Real Axis

Consider a unity-feedback control system with the following feedforward transfer function:

K(s* + 25)s
s+ 40457 + 1600

G(s) =

Plot root loci for the system with MATLAB. Show that the system is stable for all valuesof K > 0.

Solution. MATLAB Program 6-17 gives a plot of root loci as shown in Figure 6-57. Since the root
loci are entirely in the left-half s plane, the system is stable for all K > 0.

MATLAB Program 6-17

num=1[0 1 0 25 0];

den=[1 0 404 0 1600];

K = 0:0.4:1000;

rlocus(num,den,K)

v =[-30 20 -25 25]; axis(v); axis('square')

grid

title('Root-Locus Plot of G(s) = K(s~2 + 25)s/(s™4 + 404572 + 1600)")

A simplified form of the open-loop transfer function of an airplane with an autopilot in the lon-
gitudinal mode is

K(s + a)
s(s = b)(s2 + 2w,s + ouf,)7

G(s)H(s) = a >0, b>0

Such a system involving an open-loop pole in the right-half s plane may be conditionally stable.
Sketch the root loci whena = b = [, = 0.5, and w, = 4. Find the range of gain K for stability.
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Root-Locus Plot of G(s) = K(s? + 25)s/(s* + 404s% + 1600)

25 T T —T T T T T

20 b

Imag Axis
=
¥

-5} 4
10t 4
—1s k 4
20 + 4
. v P T v e T T
Figure 6-57 -30 =25 =20 -15-10 -5 0 5 10 15 20
Root-locus plot. Real Axis

Solution. The open-loop transfer function for the system is
K(s +1)
s(s = 1)(s* + 4s + 16)

To sketch the root loci, we follow this procedure:

G(s)H(s) =

1. Locate the open-loop poles and zero in the complex plane. Root loci exist on the real axis
between 1 and 0 and between —1 and —oo.

2. Determine the asymptotes of the root loci. There are three asymptotes whose angles can be
determined as

i 180°(2k + 1)
Angles of asymptotes = -1 60°, —60°, 180°

Referring to Equation (6-13), the abscissa of the intersection of the asymptotes and the real

axis is
o (O-1+2+2V3+2-2V3)-1 2
T 41 =73
3. Determine the breakaway and break-in points. Since the characteristic equation is
K{s +1)
s(s = (s + 45 + 16) -
we obtain

s(s = 1)(s* + 45 + 16)

K =-
s+ 1

By differentiating K with respect to s, we get

dK  3s* + 1057 + 2157 + 245 — 16
ds (s + 1)?
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The numerator can be factored as follows:

3s* 4+ 105 + 2152 + 245 — 16

i

3(s + 076 + j2.16)(s + 0.76 — j2.16)(s + 2.26)(s ~ 0.45)

Points s = 0.45 and s = —2.26 are on root loci on the real axis. Hence, these points are actu-
al breakaway and break-in points, respectively. Points s = —0.76 + j2.16 do not satisfy the
angle condition. Hence, they are neither breakaway nor break-in points.

4. Using Routh’s stability criterion, determine the value of K at which the root loci cross the
imaginary axis. Since the characteristic equation is
P37+ 1282+ (K- 16)s + K=0

the Routh array becomes

s i 12 K
$? 3 K—-16 0
s? 2-K K 0
3
o TKPrSOK -8
52 - K
50 K

The values of K that make the s! term in the first column equal zero are K = 35.7 and
K =233

The crossing points on the imaginary axis can be found by solving the auxiliary equation
obtained from the s? row, that is, by solving the following equation for s

2-K

— S+ K=0

The results are

[
il

+/2.56, for K = 35.7

s = £/1.56, for K = 233
The crossing points on the imaginary axis are thus s = £/2.56 and s = £;1.56.

5. Find the angles of departure of the root loci from the complex poles. For the open-loop pole
ats = —2 + j2V3, the angle of departure 0 is

# = 180° — 120° — 130.5° — 90° + 106°
or
0 = —545°
(The angle of departure from the open-loop pole at s = ~2 — j2V/3is 54.5°.)

6. Choose a test point in the broad neighborhood of the jo axis and the origin, and apply the
angle condition. If the test point does not satisfy the angle condition, select another test point
until it does. Continue the same process and locate a sufficient number of points that satisfy
the angle condition.

Example Problems and Solutions 409



Figure 6-58
Root-locus plot.

A-6-17.

410

Jjo k

K=0
( K=233
K=0
1 | | K_=C°° |
-6 -4 -2 0 2 o

Figure 6-58 shows the root loci for this system. From step 4, the system is stable for
233 < K < 35.7. Otherwise, it is unstable. Thus, the system is conditionally stable.

Consider the system shown in Figure 6-59, where the dead time T is 1 sec. Suppose that we ap-
proximate the dead time by the second-order pade approximation. The expression for this ap-
proximation can be obtained with MATLAB as follows:

[num,den] = pade(1, 2);
printsys(num, den)
num/den =

sh2 — 6s + 12

SN2 + 6s + 12

Hence

52— 65 + 12
S o+ 12 6-22
T res 12 (6-22)

Using this approximation, determine the critical value of K (where K > 0) for stability.
Solution. Since the characteristic equation for the system is

s+1+Ke’* =0
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Figure 6-59
A control svstem
with dead time.

A-6-18.

R(s) Ko Cls)

by substituting Equation (6-22) into this characteristic equation, we obtain

s =65+ 12

s+ 1+ K— =
s°+ 6s + 12

or
$+(7T+K)s*+ (18 —6K)s +12(1 + K) =0

Applying the Routh stability criterion, we get the Routh table as follows:

s 1 18 — 6K

5 T+ K 12(1 + K)

. —6K? — 36K + 114

s 0
7+ K

s 12(1 + K)

Hence, for stability we require
—6K* — 36K + 114 > 0
which can be written as
(K + 82915)(K — 2.2915) < 0

or

K < 22915
Since K must be positive, the range of K for stability is

0 < K <22915

Notice that according to the present analysis, the upper limit of K for stability is 2.2915. This
value is greater than the exact upper limit of K. (Earlier, we obtained the exact upper limit of K
to be 2, as shown in Figure 6-38.) This is because we approximated e’ by the second-order pade
approximation. A higher-order pade approximation will improve the accuracy. However, the com-
putations involved increase considerably.

Consider the system shown in Figure 6-60. The plant involves the dead time of T sec. Design a suit-
able controller G (s) for the system.

Solution. We shall present the Smith predictor approach to design a controller. The first step to
design the controller G .(s) is to design a suitable controller G (s) when the system has no dead
time. Otto J. M. Smith designed an innovative controller scheme, now called the “Smith predictor,”
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G(s) ! G(s)e T >

Controller Plant

Figure 660
Control system with
plant with dead time.

to control the plant with dead time. The Smith predictor consists of G,(s), dead time ¢™7*, and the
plant transfer function G(s). It has the form

GL.(S)
1+ (1 - e™G(s)G(s)

Ge(s) =
Figure 6-61(a) shows the Smith predictor as a minor loop in the block diagram. The transfer func-

tion between U(s) and E(s) is

U(s) G(s)
E(s) 1+ (1-eT)G(s)G(s)

Smith Predictor G (s)
]
! :
R LE R U ! c
- @ e+ 1 G, — G(s)eTs >
5 |
1 :
E :
! l-eTs |- G(s) i
SRR |
(a)
R N c
Figure 6-61 —(+ 1 G, 1 G(s) e
(a) Control system
with Smith predictor;
(b) equivalent block
diagram for Smith
predictor controlled
system shown in (a). (b)
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Then the closed-loop transfer function C(s)/R(s) can be given by

C(s)

R(s)

1+ (1 —e™)G(s
G.(5)G(s)
1+ G(5)G(s)

G (5)G(s)e™™
)G(s) + G (s)G(s)e™

e—'l 'y

Hence, the block diagram of Figure 6-61(a) can be modified to that of Figure 6-61(b). The closed-

loop response of the system with dead time e
, except that the response is delayed by T sec.

out dead time e 7*

T+ is the same as the response of the system with-

_ Typical step-response curves of the system without dead time controlled by the controller
G () and of the system with dead time controlled by the Smith predictor type controller are

shown in Figure 6-62.

It is noted that implementing the Smith predictor in digital form is not difficult, because dead
time can be handled easily in digital control. However, implementing the Smith predictor in an

analog form creates some difficulty.

1 T T

Step Response

09 L Plant witl}
no dead time

0.7 -
06 F i fo

Amplitude

03 r

02t

0.1 t

Figure 6-62

... Plant with dead time controlled by |
Smith predictor type controller

L X L L L 1

Step-response 0 05 1
curves.

1.5 2 2.5 3 3.5 4 4.5 5
Time (sec)

PROBLEMS

B—-6-1. Plot the root loci for the closed-loop control system
with

== H) =1

B—6-2. Plot the root loci for the closed-loop control system
with
K(s + 4)

:W’ H{s) =1

Problems

B—-6-3. Plot the root loci for the closed-loop control system
with

K

Cls) = s(s + 1)(s* + 45 + 5)°

H(s) =1

B-6-4. Plot the root loci for the system with

K
s(s + 0.5)(s* + 0.65 + 10)’

G(s) = H(s) =1



B—6-5. Plot the root loci for a system with
K
G(s) = R
(s) (s + 25 + 2)(s* + 25 + 5)

Determine the exact points where the root loci cross the jw
axis.

H(s) =1

B-6-6. Show that the root loci for a control system with
K(s* + 65 + 10)
st+ 25410

are arcs of the circle centered at the origin with radius equal

to V10.

B-6-7. Plot the root loci for a closed-loop control system
with

G(s) = . H(s)=1

K(s +02)
sHs + 3.6)°

B-6-8. Plot the root loci for a closed-loop control system
with

G(s) = H(s) =1

_ K(s +05)

6l =gyayy HE=I

B-6-9. Plot the root loci for a closed-loop control system
with

K(s+9)
s(s? + 45 + 11)°
Locate the closed-loop poles on the root loci such that the

dominant closed-loop poles have a damping ratio equal to
0.5. Determine the corresponding value of gain K.

G(s) = H(s) =1

B-6-10. Plot the root loci for the system shown in Figure
6-63. Determine the range of gain K for stability.

R(s) 3 o)

[
+

s2(s+2)

[
+
w

Figure 6-63
Control system.

B-6-11. Consider a unity-feedback control system with the
following feedforward transfer function:

K
G(s)=——5—""=
(s) s(s* + 45 + 8)
Plot the root loci for the system. If the value of gain K is set
equal to 2, where are the closed-loop poles located?
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B-6-12. Consider the system whose open-loop transfer
function G(s)H (s) is given by
K(s+1)

Gls)H(s) = (s + 25 + 2)(s* + 25 + 5)

Plot a root-locus diagram with MATLAB.

B-6-13. Consider the system whose open-loop transfer
function is given by

K(s — 0.6667)
s' + 3.34015° + 7.03255%

G(s)H(s) =

Show that the equation for the asymptotes is given by

K
T &+ 4006852 + 535155 + 2.3825

G (s)H,(s)

Using MATLAB, plot the root loci and asymptotes for
the system.

B-6-14. Consider the unity-feedback system whose feed-
forward transfer function is

K

Gls) = s(s +1)

The constant-gain locus for the system for a given value of
K is defined by the following equation:

K

s(s + 1) =1

Show that the constant-gain loci for 0 = K = oo may be
given by

[a’(o’ + 1) + w2]2 + w? = K?
Sketch the constant-gain loci for K = 1,2, 5,10, and 20 on
the s plane.

B—6-15. Consider the system shown in Figure 6-64. Plot the
root loci with MATLAB. Locate the closed-loop poles when
the gain X is set equal to 2.

K(s + 1)
s(s2 + 25 + 6)

A

s+1

Figure 664
Control system.



B-6-16. Plot root-locus diagrams for the nonminimum- B-6-17. Consider the closed-loop system with transport lag
phase systems shown in Figures 6-65(a) and (b), respectively. shown in Figure 6~66. Determine the stability range for

gain K.
K(s— 1) _ REs) C(s)
G D » Ky 2 s $ -
—>®-> K= 10051 ¢ g
Gy(s)
(a)
K(1-5) i
, — Figure 6-66
(s+2)(s+4) Control system.
Gy(s)
&

Figure 6-65
(a) and (b) Nonminimum-phase systems.
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