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Abstract
Purpose - This study ains to modify. the shndard probabilistic lattice Boltzrnann methodology (,BM)
cellular-automata (CA) algorithm to enable a more realistic and accurate computation o{ the ensernbie rathei
thanindividual particle h-ajectories that need to be updated from one tine stepto the next (allowing, as such, a
fractiol of the collection ofparticles in any lattice grid cetl to be updated in i time step, rather thali the entire
collection of partides as in the standard LtsM-CA algorithm leading to a better representation of the dynamic
interaction_between the particles and tlre background flow). Exploitation of the inherent parallelism of the
modified LBM{A algorithm to pmrride a computation:ally efficient schenre for computation of particleladen
flows on readily available mmmodity general-purpose graphics proesing units (GpGpus).
Design/methodolog/approach - 1'his paper presents a framework for tlre implcnentation of a LBM
for the simulation of particle transport and depcition in comple< flows on a GPGPU. towards this objectivg
the authors have shown how to map the data structure of the LBM with a multiflerelaxation-time'(MRtj
coliision opeator and the Smagorinsky subgrid-scale turbulene model (for turbulent fluid flow simulationsi
m.Wle.d.with a_CA probabilistic. method (for particle transport and deposition simulations) to a GpGpU t6
give a high.pe'{ormance mmputing tool for the calculation of particleladen flows.
Findings - A fluid'particle simulatior using our LBM-MRT.CA algorithm run on a single GPGpU was 160
times as mmputationally efficient as the same algorithrn run on a silgle CpU
Research limitationsy'implications - The method is limited by the available computational resourcm
(e.g. GPU munory siza).

Originality/value - A new 3D LBM-MRT-CA model was developed to simulate the panicle transport and
deposilion in mrnplex laminar and t'.rbulent llows with different hydnrdynamic characteristics (e.g. vortex
shedding, impingement free shear layer, turbulart boundary layer). 'lhe solid particle inforrnation is
encapsulated locally at the lattice grid nodes, allowing for straighfforward mapping oi the datastructure onto
a GPGPU enabling a massive parallel exeq-rlion of the LBIU-MhT-CA algorithm. 'flre new particle kansport
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